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ABSTRACT — Conventional supercomputer interconnection networks con-
sist of crossbar modules, which are connected by point—to—point copper or
fiber links to create distributed mesh topologies (e.g., CP*, Nectar). This
typeof ” physical networking” topology creates cablelayout problems, deal-
ing with bundles of cables/fibers between various pairs of modules. It also
introducesseveral routing hops, increasing the probability of interferencebe-
tween connections and making it difficult to guarantee quality of service to
real time applications. V\e describe a new networ k called the Supercomputer
Supernet (SSN) that attempts to overcome these problems by replacing the
point—to—point links with an fiber optic interconnect system. The novel
scheme employs asynchronous pipeline crossbar switches (APCS) used in
parallel supercomputersto interconnect multi-channel wavelength division
multiplexed (WDM) fiber optic links to an optical star (or tree) ” physical”

topology. WDM will be used to subdivide the very largefiber bandwidth into
several channels, each of Gb/s bandwidth. WDM channels (supporting also
time division multiplexing) will be established between modules, thus defin-
ingadense” virtual” interconnection topology, which isdynamically recon-
figurable, responding to changing traffic patterns. A pool of channelswill be
set aside for direct, end—to—end connections between crossbars, providing
circuit—switched service for real—time traffic applications.

1. INTRODUCTION

The Supercompuer Supernet (SSN) isanovel, high—performance, scalable optical interconnection
network for supercomputers, which is based on asynchronous wormhol e routing crossbar switches.
The geographic coverage ranges from interdepartmental to campus and even to metropolitan areas.
The network provides very high-speed multiple services, supporting hybrid circuit—switched and
datagram traffic, and direct or multi—hop connectionsthat aredynamically reconfigurable. Atafirst
networking level, the crossbars locally interconnect workstations, supercomputers, peripheral de-
vices, massmemory etc. through host interfaces. At ahigher networking level, thecrossbarsarefully
interconnected with optical fibers supporting multiple wavelength division multiplexed (WDM)
channelss, allowing communication between devices connected to distinct crossbars. Theseasynch-
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ronous crossbars, consisting of two—dimensional arrays of processors, primarily perform the com-
munication switching; however, SSN may also be able to capture the large, latent, distributed com-
putational power of the routers, to be used for network control and management, leading to an
intelligent network.

The resulting distributed SSN, will be very fast—up to one gigabit per second (Gb/s) per channel
speeds. It will scaleupinthe number of hostsconnected andingeographical coverage. Usingtoday’s
technol ogies, and being guided by emerging ones, the network designintegratesthe high throughput
and parallelism of optics with the high intelligence of electronic processing, being clearly in line
with, aswell as at the front of modern networking trends.

2. BACKGROUND

Supercomputer Networking

Supercomputer networking and high—speed optical communicationsaretwo very activeareas of re-
search. A moredetail ed discussion of research relevant to thedistributed SSN and the corresponding
prototype SSN can be found in Section 4. Here, we limit the discussion to afew key observations
that position SSN with respect to other approaches.

Current research efforts (CFFD92, Sch91, Am89, Hoel 90, Da91, Brac90, GKVBG90, DGLRT90,
AKH87) can be classified basically into three categories, based on topology and provided service:
point—to—point fiber, virtual point—to—point embedded in a fully broadcast physical topology, or
multiple single-hop on—demand circuits. Among other thingsthat distinguish the proposed research
from other approaches, isthat it combines multiple single-hop on—demand circuits with amultihop
virtual embedded network.

Both point—to—point and virtual point—to—point nets are not suitable for high—volume, real—time,
delay—sensitivetraffic. High speeds require loose flow control, which on the other hand gives lim-
ited protection against congestion. Alleviating congestion by dropping or deflecting messagesis
not a suitable solution. Dropping messagesis unwise since, at the high ratesinvolved, losing even
the content of asingle buffer (64K B) isdisastrous. Deflection, on the other hand, introduces unpre-
dictabledelay and out-of -order reception, again, something that, given theratesinvolved, isintoler-
able. Finally multihop networks do not naturally support broadcast and multicast.

Single hop networks cannot readily with current technology accommodate bursty short lived com-
munication. Each two party communication requiresthe one party to be aware of the others request
to communicate, together withtheneedtofind afreevirtual channel on whichtocommunicate. This
requires frequency agile lasers and detectors over a broad range of the optical spectrum and with
nanosecond reaction times. Furthermore, it involvesasubstantial control and coordination overhead
(e.g., rendezvous control and dedicated control channel). The SSN two-level architecture, which
combines a single-hop subnet (for stream, circuit switched traffic) and a multihop subnet (for
datagram traffic), effectively combinesthe benefits of the two types of networks, yet avoiding their
shortcomings.

Prior Art in All-Optical Networks

Many varieties of optical networkshave beeninvestigated, proposed and prototyped (see[Brac90]).
The class of optical networks which appears most suitable for high speed campus and metro inter-
connectsisthat of Passive Optic Networks (PONSs), based on abroadcast medium (star, tree or bus)

Rev 7 -2- 1/26/95



The Supercomputer Supernet: A Scalable Distributed Terabit Network Kleinrock, et al

and exploiting WDM. In this class, the research has proceeded in two different directions, namely:
single hop, and multiple hop optical networks. In the following, we briefly review these two ap-
proaches and discuss their limitations.

In single hop networks, all inputs are combined in a star coupler and broadcast to al outputs. To
permit multiple, simultaneoustransmissions, WDM isused, and is often combined with Time Divi-
sion Multiplexing (TDM). The user must thus select the wavelength and time slot at each transmis-
sion. Severa different possibilities exist, depending on whether transmitters, receivers, or both are
tunable. It isalso possible to have multiple fixed transmitters or receivers at each node instead of
tunable ones. Numerous schemesfalling into this category haverecently been proposed. Somehave
been prototyped. A few representative examples are reported below.

LAMBDANET: The Bellcore's LAMBDANET system [GKVBG90] uses a combination of TDM
and WDM. Each node has afixed transmitter and an array of receivers. A grating demultiplexer
isused to separate different optical channels. Each transmitter time—division multiplexesthetraffic
destined to all other nodes in a high—speed single wavel ength data stream. Each receiving node si-
multaneously receives all the traffic, buffers it, and selects—using electronic circuits—the traffic
destined for it. Two sets of experiments were performed, with 18 and 16 wavelengths, running at
1.5 Gb/s and 2 Gb/s, respectively.

Rainbow: Rainbow [DGLRT90] is aresearch prototype network designed at IBM. It isacircuit—
switched metropolitan area network (MAN) backbone consisting of 32 IBM PS/2’'sasgateway sta-
tions, communicating with each other at 200-M b/s data rates and submillisecond switching times.
Rainbow has apassive broadcast star topology with fixed transmitters and tunable receivers. It uses
both wavelength- and time-division multiplexing. A decentralized in-band signaling protocol was
chosen for coordinating the tuning of the receiver filtersin the network. Each transmitter, when it
has a packet to transmit, repeatedly sends requests to transmit to a particular destination, until it re-
ceivesan acknowledgment (ACK). Eachreceiving station, whenidle, pollsall transmitters (by tun-
ing on their wavelengths) to seeif thereis one that requests transmission, and returnsan ACK toit.
Thisprotocol isnot suitable for packet—switched traffic, because of long request—response delays
required prior to each packet transmission. To solve this problem a packet—switching protocol has
been also proposed [CDR9Q]. It requires out—of—band signaling and introduces an additional fixed
transmitter and receiver at each node. Other broadcast—and—sel ect type systems and protocols are
reported in [AGKV 8], [CG87], [GK 91], [LGA9(Q], [OS9]], [CFI1] and [GK91].

Instead of using adirect path from sourceto destination, multihop networks may require some pack-
etstotravel acrosssevera hops. Ingeneral, each hopincursthe penalty of an electro-optical conver-
sion. Obvioudly, the virtual topology should provide routes with as few hops as possible.

Manhattan Street Network: One of the early proposalsin the area of multihop lightwave networks
wasthe Manhattan Street Network (M SN) [Max85], amultihop, mesh—connected network that uses
unidirectional linksbetween adjacent stations. Routinginthe M SN issimplified by itsregular struc-
ture, and, using thetechnigque of deflection (or hot—potato) routing, it can operate with asfew asone
buffer per output port. Thetoroidal topology of the M SN ensuresthat a deflected packet will nomi-
nally take four extrahopsto travel *“around the block’ if it needsto return toits point of deflection.

ShuffleNet: ShuffleNet, proposed in [AKH87], embeds a perfect—shuffle interconnection within a
fully broadcast physical topology. This can be accomplished with stations having two sets of inde-
pendently tuned (fixed) transceivers and at least twice as many WDM channels as the number of
stations. Theresulting multichannel, multihop network can achieve very high throughput with low
delay. Bannister et al. [BG89, Bann90, BG90, BFG90a, BFG90b] and | ater L abourdette and Acam-
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pora[LA90a,LA91] studied the problems of designing virtual topologies for these networks, espe-
cially inthe case of nonuniformtraffic. By using various optimization techniques, the authorswere
ableto achieve substantial improvementsin performance. In[LA90Db] the problem was further re-
fined by considering the more realistic case in which transceivers have alimited tuning range.

Single and multiple hop networks both suffer some limitations. Starting with single hop networks,
we note that these networks perform very well under most criteria. The major single limitation is
the” complexity” of scaling up to large user populations and therefore high throughputs. If asingle
wavelengthisused, then thethroughput islimited by the maximum datarate achievablewith afford-
abledigital circuit technology, thatis, inthe order of afew Gb/s[ AKH87]. Capacity can beupgraded
by using multiple wavelengths and implementing time and frequency division access schemes as
shownin LAMBDANET, SWIFT and Rainbow. However, to achieve good efficiency in bursty traf-
fic environments, these schemes require frequency agile lasers and detectors over broad ranges of
the optical spectrum and with nanosecond reaction times. Such devices are not yet commercially
available, although rapid progress of the technology in this direction has been reported [Brac90].
Still, a mgor challenge is the production of components with both high tuning speed, and broad
wavelength range [Brac90]. Furthermore, the coordination of transceiversfor short burst exchanges
introduces considerable control overhead.

If we now consider multihop networks, we discover that such networks scale up rather well with
network size by exploiting theparallelism of themesh virtual topol ogy. Furthermore, high aggregate
throughputs are achieved with very simple station configurations (typically two fixed wavelength
transmittersand receivers per node) which aremorereadily available and much lesscostly thantheir
single-hop network counterparts[ AKH87]. Furthermore, channel accesscontrol isstraightforward.

On the negative side, multihop networks perform rather poorly with respect to other criteria. They
are proneto congestion, dueto thelack of network flow control. Packet | oss can be avoided by using
deflection routing [Max85]. This, however, tends to cause large delay fluctuations and out-of-se-
guence packet deliveries, which cannot be tolerated by real-time traffic. Schemes have been pro-
posed to support synchronous type connections [BFT91], and to enforce fairness [Max90]. These
schemes, however, tend to increase network control overhead. Multihop networks cannot readily
and efficiently implement broadcast and multicast, unlessthe simplerouting structure implemented
inthenodesisradically modified, at the cost of additional complexity. Finally, singlenode additions
may require major topology reconfigurations, if the regular topology structure must be preserved.

A particularly relevant multihop network example follows.

ATOMIC: One of thefirst networksto apply multiprocessor computer communications technology
to local areanetwork (LAN) switchingis ATOMIC. Initialy, the ATOMIC switching element was
the mesh router module, which is made up of many 8-by-8 Caltech MOSAIC mesh router 1Cs
[CITO0]. The mesh router is aboard with 64 MOSAIC chips organized in an 8-by-8 matrix. Each
MOSAIC chip containsageneral purpose 11 MIPS processor, RAM, ROM and aDMA channel in-
terface. The chip isequipped with eight half-duplex, bit-parallel, electronic channel s, which can op-
erate at the nominal rate of 480 Mb/seach. The 8-by-8 mesh thus has 32 full-duplex MOSAIC chan-
nels available at its edges. These channels will be used for host connections or for connections to
other mesh routers. Functionally, the 8-by-8 mesh can be viewed as a crossbar switch. Packets are
source routed from input to output port based on their X-Y coordinates. Connections to hosts are
provided by the Host Interface (HI) board. This board has been devel oped by Caltech and the USC
Information Sciences Institute [CFFD92]. It isbased on four MOSAIC chips, plus memory and bus
interface logic chips. It provides direct network access to workstations through its 1/0 bus. It has
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been demonstrated that the HI board can support data rates approaching 400Mb/s (for 1500-byte
packets).

Enhanced ATOMIC: Recently, in mid-1994, the MOSAI C technology in ATOMIC wasreplaced by
the Myrinet technology, developed by Myricom. Namely, MOSAIC mesh routers are replaced by
Myrinet 4x4 or 8x8 crossbar switches. Functionally, theMryinet transport mechanismisvery similar
to the MOSAIC mesh router mechanism, i.e., 640 Mb/s source routing, pipelining, backpressure
flow control, etc. In addition, Myrinet supports a proprietary routing scheme which is much more
flexible than the X-Y routing of MOSAIC and yet is deadlock free. An ATOMIC subnet could be
asingle Myrinet crossbar, or amesh of crosshars interconnected with each other.

Scalable All-Optical Network Technologies

The main motivation for SSN stems from the limitations observed in current supercomputer net-
works, and from the opportunities offered by emerging communi cation technol ogies such asWDM
optoel ectronicsfor novel, feasiblesystem architectures. Exploited will becurrent advancesinwave-
length division fiber optic networksto provide alarge number of high bandwidth channelsbetween
switching nodesand fast asynchronousel ectroni c-crossbar switcheswithinherent processing power
andvery low latency. Also, thedistributed processing power of the network, can be exploited to sup-
port various network management operations and possibly other computational tasks. The goal is
to devel op ahigh—performance, intelligent supercomputer network, which integratesthe bandwidth
and connectivity advantagesof optical interconnectionwiththeintelligenceand lowlatency of elec-
tronic processing for network control and management. We call theresulting system the Distributed
Supercomputer Supernet.

One of the challenges in the design of a supercomputer interconnect is the layout of the topology
which connectsthe various switching modules (e.g. hubsin Nectar-Net, or CP*sinthe LosAlamos
Multiple Crossbar Network). Idedlly, the topology should be afully interconnected mesh, with all
modulesdirectly connected to each other. Thissimplifies routing, and permits one to establish con-
nections with low store-and—forward delay, minimal en route interference and guaranteed quality
of service. Indeed, guaranteed quality of service (i.e. bandwidth) is particularly important for real
time connections (e.g. visualization streams). On the other hand, the full mesh topology isvery im-
practical from the standpoint of cable/ fiber install ation especially over large distances (campusand
metropolitan areas). A linear or loop topology is much easier to install (and expand). In this case,
however, the problemisthelarge number of hopsthat the packet must traverse. A satisfactory com-
promiseisdifficult to reach, especially inlarge nets. In the face of thisdifficult tradeoff, we see that
current supercomputer networks are likely to be limited in scaling and in geographical growth.

Another challenge to supercomputer interconnect scaling isthe control and management complex-
ity, which rapidly increaseswith size. In SSN, the solution isto develop an intelligent interconnect
network, which relies on the processing capacity of the switching nodes and network interfaces.

Recent advancesin optical devicetechnology (transmitters, receivers, amplifiers) also makeit pos-
sibleto multiplex several Gb/s channelson asinglefiber using combined WDM (Wavelength Divi-
sion Multiplexing) and TDM (Time Division Multiplexing) techniques. This capability can be ex-
ploited to overcome some of the af orementioned problems. Namely, we proposeto use, asastarting
point, the ATOMIC network developed by the USC Information Sciences Institute [CFFD92]. In
ATOMIC, the switches are connected by point—to—point physical links. In SSN, each link of the
point—to—point physical interconnection network isreplaced with a passiveoptical star (or tree) net-
work whichwe call OPTIMIC—for OPTical Interconnect of Myrinet | Cs (the switching elements)
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Thus, the switching modules (i.e., APCS) will be interconnected by an optical star. In particular,
each module will interface to only one fiber. WDM channelswill be maintained between selected
pairsof modules, thuscreating avirtual multihop topology. Inbrief, OPTIMICinterconnectsseveral
ATOMI C subnetsviaan optical WDM backplane. Packetswill betransmitted on the multihop topol -
ogy inthesameway they weretransmittedintheoriginal ATOMI C network (except that the number
of hopsistypically smaller). Inaddition, aset of WDM channelswill be set aside, and made avail-
able (on demand) for direct end—to—end connections between modules. Real time traffic will use
such direct connectionsto avoid store-and—forward delays and to reduce en route blocking. One of
the design goals of OPTIMIC is to extend the Myrinet transport protocols (e.g., pipelining, back-
pressure flow control, deadlock free routing, etc) transparently though the optical backplane.

Numerous interconnection configurations are possible between OPTIMIC switching modules and
the passive optical star. Onetypical scenarioisasfollows. Of the 32 available ports, eight portswill
be used for network interconnection. Of these, three will be connected (viaWDM channels) to three
ports on remote modules. Recall that these WDM channels are part of the ”virtual” topology. The
remaining fiveportswill beused for circuit switched (C/S) connections. They will be equipped with
tunable lasers and receivers. At connection set up time, lasers will be tuned to the desired wave-
length. Initially, two laser/receiver pairs will be assigned to each module. The remaining 24 ports
of the 8 by 8 module are available for host interconnections. Up to four hosts can be connected to
the same port (using a daisy chain arrangement) at the cost of a reduction in throughput.

Alternate Optics Technologies

It should also benoted that several alternatefiber optic technol ogiesmay beemployedinthenetwork
to either enlarge the channel pool between switching nodes or to extend the SSN to metropolitan
networks. Theseinclude using tunable Fabry—Perot narrow—band filters at each optical receiver or
monolithic stepped wavelength laser arrays at each transmitter combined with fast electronic chan-
nel switches. Using laser arrays enhances channel concurrency (i.e., transmitting on multiple wave-
lengths simultaneously), and al so relaxes the demands on the el ectronic multiplexer rates by trans-
mitting datain parallel byteor word framesacrossthefiber. 1t also eliminatesthe overhead normally
required for framing and synchronizing aserial signal, more closely matchestypical computer sys-
tem businterfaces, and enhances scalability of system capacity beyond the switching speed limit of
singlelaser diode and transistor devices. Present laser array dimensions are about 4-8 for 1550nm
devices, but are expected to increase to 64-128 in 3-5 years.

The channel selection speed of tunable laser diodes varies from 15nsfor three-section DBR lasers
operating at 1531nm (2.2nm continuous tuning range and 7.3nm quasi continuous tuning range) to
millisecond ratesfor thermally/mechanically tuned devices. The Fabry—Perot narrow band filter can
also switch in millisecond speeds over a broad wavelength. Stepped wavelength laser arrays can
be switched asfast asthe electronic switches that front—end them—typically afew nanosecondsto
100 picoseconds. Current off-the—shelf technology supports data rates to 2.4Gb/s.

3. SSN

Architecture

Architecturally, the optical fabric of SSN—which we call OPTIMIC—has been directly conceived
to support both circuit—switched and multi—hop traffic, achieve virtual topology reconfigurablein-
terconnection through an optical star (or tree), and base its networking operations on the distributed
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processing capacity of the network itself. Although it can be based on already existing technol ogies,
itisalso well positioned to absorb the new exciting technologies that are currently emerging in op-
toel ectronics and high—speed intelligent networking, showing the future directionsin high perfor-
mance computing and communications.

The conceptual SSN architecture is shown in Fig. 1. Each network node consists of an APCS
constructed from the Myrinet pipeline crossbar 1Cs (that are asynchronous) and multiple optical
channel interfaces. More generally, the APCS is a mesh interconnection of Myrinet crossbar
switches which support several hosts. The APCS establishes fast connections from one of several
local hoststo one of the available optical channels. Typically, datagram connections remain perma-
nent (solid lines) whilestream based services (such asvideo) aremade on demand. Sincethe number
of available optical channels (>24) greatly exceeds the number of ports on a given crossbar node
(<8), many different virtual topology configurations are possible. Also, the probability of encoun-
tering a blocked state among the circuit switched channelsis greatly reduced as well.

OPTIMIC
Optical Network Ether
(fiber optic star topology)

Optical Wavelengths
(light colors)

Im
Electronic Switch

|
|
|
ﬁ I
|
|

Many Available Channels (n > 24)

Electronic Switch

|
| /—J—
|
MYRINET | datagram | L MYRINET
H | de f Asynchronous | (permanent) | ' I Asynchronous > cata | H
‘S’ Pipeline | |+ | Pipeline ‘S’
t video je&— | __Crossbar__|__ __ _| l——c—"——-cr-OSSbar—— —» video t
Switch o Vo Switch
stream ( circuit v
switched v
on demand) N

~

Few Channels (m = 8)

Fig 1. The basic elements of SSN include Myrinet based asynchronous pipelined crossbar switches
that implement very low latency circuit switched and datagram connections from a multi-media host
to a multi-channel optical network (OPTIMIC), typically based on a star topology. Generally, the num-
ber of optical channels is made much larger than the number of crossbar ports to enhance non-block-
ing of the circuit switched channels and enrich the virtual topology of the datagram channels. While
many fiber optic technologies can be used (including space, time, and frequency division multiplex-
ing), tunable laser diodes and Fabry Perot receivers maximize performance and provide the most
cost-effective utilization of the cable plant.
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An initial testbed implementation of OPTIMIC (in Fig. 2) shows four Myrinet crossbar (APCS)
nodes and five isolated STAR—based fiber optic networks. Since tunable laser technology is still
quite experimental, fiber optic ribbon cable (with onefiber representing one wavel ength) could also
be used initially to implement an optical space division multiplexing network with equivalent func-
tionality.

Eventually, it isplanned that the OPTIMI C testbed configuration will consist of asmany as8 APCS
elements. The virtual topology will initially be a perfect shuffle, with maximum path length of 3
hops. Assuming three dedicated wavelengths (i.e., three ports) per module, the number of wave-
lengthsrequiredis 3 x 8 = 24. Thisnumber, however, can be reduced to 8, by time division multi-
plexing three 800 M b/s subchannelson asingle WDM channel operating at 2.4 Gb/s. The 800 Mb/s
channel rateisadequatefor our purposessinceit exceedsthe640 Mb/sMyrinet datarate. In addition,
apool of 24 channels, at 800 Mb/s each (i.e., 8 wavelengths) will be set aside for circuit-switched
connections. Thetotal number of required wavelengthsis 16, each wavel ength supporting 3 TDM

Host /3 g o Async - << >
Pipeline [ < >
Host |/H«>{ Crossbar [« OCI = —
Switch > - —
Host |/Fet—3 (APCS) |=t—> ¢ — >
Host I/ g o Async <> <>
Pipeline [ < >
Host |/« Crossbar [« OCI = —
Switch > - —
Host |/FHet—3 (APCS) |t -t —
8x8 8x8 8x8 8x8 8x8
star star star star star
Host |/t - << >
Sé?p‘e‘ﬁxg“' <> |l lchi1|slch2| |ch3| |[cha| |[ch5
Host |/« Crossbar [« OCI = —
Switch > - —
Host |/FHet—3 (APCS) |t -t —
Host I/F3 g o Async - << >
Pipeline [ < >
Host |/« Crossbar [« OCI = —
Switch > - —
Host |/FHet—3 (APCS) |t -t —
Multi-STAR Fiber Optic HUB
Fig 2. Phase 1 OPTIMIC hardware architecture consists of 4 network pipeline crossbar
nodes and five optical channels. Each optical channel of an 8x8 optical star (3 ports are
unused) plus associated fiber optic full-duplex fiber optic transceivers. The media is fiber
optic ribbon cable (multimode for campus and single-mode for MAN).
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Fig 3. OPTMIC Optical Channel Interface (OCI) board. This board buffers, multiplexes, and
switches asynchronous Myrinet crossbar ports to a given optical fiber channel. Control, network
management, and setup of the OCl is via a VME interface to a local SPARC CPU card.

channels at 800 Mb/s each. Hosts are connected to Myrinet crossbar switches with host interfaces
(HI). In principle, thereis no limit on the number of hosts, since the APCS can be replaced by an
arbitrary Myrinet mesh. Inour target configuration, up to 50 hosts must be supported, thusrequiring
50 Hls.

Non—real—timetraffic (filetransfers, interactive communications, etc.) will travel onthevirtual mul-
tihop network (at most 3 hops). Real—time traffic will use circuit switched connections. Signaling
and control traffic (e.g., call set up messages) will travel on the virtual, multihop network.

Optical Channel Interface (OCI).

The Optical Channel Interface board (Fig. 3), or OCI, isresponsiblefor buffering and switching be-
tween APCS ports and the fiber optic links. Although only five (5) fiber optic links are planned to
be built in the early testbed, considerably more fibers could be added | ater.

Asynchronous Clock Recovery

Thereare several typesof clock recovery, framing, and multiplexer/demultiplexer |Cscommercial-
ly available today that operate at Gb/s rates. Some are also integrated with fiber optic transceivers
to minimizelayout problems. Thiswill bethe method used to synchronize streamsbetween adjacent
OPTIMIC nodes.
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Fiber Optic Links

The circuit switched (C/S) mode of OPTIMIC requires the availability of many dedicated optical
channels(where many isdefined asanumber larger than the number of APCS ports). Thisenhances
the scalability and reconfigurability of the network and reduces the possibility of blocked paths.

In al, there are four potential technologies that may be employed either singly or in combination:
(1) spatial multiplexing (viafiber ribbon cable), (2) spectral multiplexing viadensewavel ength divi-
sion multiplexing (WDM) optical components (either tunable lasers, Fabry Perot receivers, or
stepped wavelength laser arrays), (3) optical frequency division multiplexing (FDM) viasub-carrier
multiplexing, and finally, (4) electronictimedivision multiplexing (TDM). Thelowest risk technol -
ogy isthe fiber optic ribbon cable driven by mono-wavelength laser diodes (spatial multiplexing)
asshowninFig. 4 below. Itisasotheleast expensivefor asmall number of channels(<16). Itsdisad-
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Fig. 4. Fiber optic ribbon cable provides multiplex channels via spatial multiplexing.

vantages are that multiple fiber mediaplants are required, limiting scalability. An advantage isthat
it can aways be augmented with WDM at a later date.

The next most viable technique is to assign fixed wavelengths to transmitter/receiver pairs using
stepped-wavelength laser diode arrays, one single-mode fiber, and grating front-end loaded fiber
optic receivers. This technique lends itself to fast switching (<10ns) and can be made very stable.
Anintegrated opticsimplementationwould probably berequired for largequantities(Fig. 5). Disad-
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A

stepped wavelength laser diode arrays n
Fig. 5. Stepped wavelength laser diode (LD) arrays and PIN-diode receivers provide tens of Gb/s
channels per single optical fiber, but scales poorly and offers poor LD array utilization when many
2-user communications must take place across the star ether.
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vantages of the approach are that the laser diode array utilization decreases rapidly asthe channel
spectrum capacity grows larger compared to the APCS port dimension.

Themost effective utilization of optical spectrum spacewiththeleast optoel ectronic array complex-
ity occurs when either the optical transmitters or receivers can be tuned to a given channel slot.
Hence, the number of optoel ectronic devices (n) exactly equal the APCS port dimension. In Fig. 6,
the sources are individually tuned whilein Fig. 7 the receivers are individually tuned. The tuning
stability of current laser arrays (Fig. 6) are slow enough (10’ s of usto ms) and coarse enough that
probably only afew devices could be attempted in the next 3 years (<8).

A C
p > —» LDy M PNy [ [ [ ’FA,‘
C D K c
R
S —8» | > LD, Ao PINh, /1 R [—> S
o v - D - £ o
o —> R — . . — O —P 0
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o
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Fig. 6. Tunable laser diode arrays permit a few number of physical LD devices to cover the entire
optical channel spectrum.
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Fig. 7. Tunable acousto-optic Fabry Perot receivers provide similar capability to tunable LD arrays
except that the control and management of the spectrum space is somewhat simpler, especially
for multicast transmissions.

The most effective technology in terms of maximizing system performance would beto utilize tun-
ablelaser diodes combined with tunable Fabry Perot receivers. Thiswould produce the richest net-
work virtual topology, maximize aggregate capacity, and minimize probability of blocked states.

OPTIMIC Software

Asin any communication network software is needed to support the transfer of messages. OPTIM-
IC’s exclusive use of source routing and its flexible virtual topology suggest a prominent role for
software that implements communication protocol s and network—management functions. The prin-
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cipal software modulesin the OPTIMIC network are (1) Address Consultant, (2) Topology Manag-
er, (3) OCI Topology Manager Proxy Agents, (4) Communication Protocols, and (5) Test Tools,
which are all described below.

The Address Consultant function was introduced in [ATOMIC] as a means of binding destination
address to routes when switches support only source routing, asin OPTIMIC. We have therefore
adopted the Address Consultant function for OPTIMIC. The Address Consultant thusplaystherole
of the Address Resol ution Protocol, which maps I nternet addressesto mediaaccess control address-
esin broadcast LANS.

Copies of the Address Consultant reside in hosts attached to the network. To promote scalability
while keeping overhead |ow, theretypically isone Address Consultant in each network cluster (i.e.,
the electronic Myinet subnetworksthat are connected to the optical subnetwork). The Address Con-
sultant isresponsible for providing each host of its cluster with aroute specification from the origi-
nating host to the destination host. By meansof probe messages each Address Consultant discovers
thebest route betweenitscluster’shostsand other clusters. Conferring with the Address Consultants
inforeign clusters, the Address Consultant can then find the remainder of theroute to the destination
host. Clearly, the Address Consultant is responsible for knowing the topology of its native cluster
aswell asthe optical subnet. A subtle point isthat al Address Consultants should be aware of the
virtual topology of the optical subnet—reliance on a single Address Consultant’s knowledge by
using source—specified route as the return route will not suffice, since the virtua topology of the
optical subnet need not be based on bidirectional links. It is aso the case that each host must know
the path to its Address Consultant in order to make requests of it. The Address Consultant insures
this by explicitly informing each host how to reach it.

The tunable transceivers of the OCI provide the capability of defining different virtual topologies
for thenetwork. Thevirtual topology of the network isdefined and controlled by the Topology Man-
ager, of whichthereisonly oneactive copy inthe network at agiventime. A backup Topology Man-
ager may be provided to increase network dependability. The Topology Manager resides on a net-
work—management host, which may al so perform additional duties, such asaddressconsultation and
other network—management functions. Cooperating with Address Consultants, the Topology Man-
ager knowsthe current topology of theentire network. Conversely, the Topology Manager can rede-
finethe network’ svirtual topology at any time by sending commandsto OCIs. Moreover, the Topol-
ogy Manager keepstrack of special attributesof the topol ogy, such aswhich resourcesare dedicated
to packet— and circuit—switched traffic. These attributes can aso be communicated to the Address
Consultant, which usesthisinformationto inform arequesting node of the best path to usefor agiven
class of traffic.

An important function of the Topology Manager is to determine the best virtual topology for the
prevailing network conditions. In [BannisterFrattaGerla90] it was shown that simple optimization
algorithmscan result in significant performance gainswhen applied to the problem of virtual—topol -
ogy design. Such agorithms will be incorporated into the Topology Manager. The integration of
packet— and circuit—switched traffic introduces new issues into the virtual—topology design prob-
lem, and these will be addressed as part of the OPTIMIC project.

The Topology Manager controls and monitors the state of the OCI s by means of a special protocol
that allowsit to communicate commandsto proxy agentsthat residein the OCls. The OCI incorpo-
rates a simple host based on the Myricom LANai chip, a 11-MIPS microprocessor and Myrinet
adaptor logic. An OCI Topology Manager Agent has read and write access to registers used to tune
the OCI’soptical transceivers. The OCI Topology Manager Agent executesonthe L ANai processors
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and programmed 1/O operations are effected through memory—mapped registers. Acting on behalf
of the Topology Manager, the OCI Agentsconfigurethe OCI torealizeaspecifictopology. Although
not strictly atopology—management function, an auxiliary role of the Topology Manager Agent is
to assist in maintaining configuration parameters that control the field—programmable gate arrays
on the OCI.

TheMyrinet product supports TCP/I P-based protocols. However, weenvisiontheneedfor a* raw”
packet interface that provides direct accessto the OPTMIC source—routing layer. Itisalso expected
that a simple network—management protocol (essentially based on SNMP) will be employed by the
Topology Manager and its OCI Proxy Agents.

To support the measurement of network traffic, software is required to capture and characterize
packets unobtrusively. Measurements can be consolidated into a global traffic matrix and used by
the Topology Manager to find an optimal virtual topology, and they can be used in our performance
studies of OPTIMIC. Other test software, such as artificial—traffic generators, will also be provided
in the network.

4. RESEARCH DIRECTIONS

The efficient operation of the optical interconnect will require the development of several algo-
rithms, tools and specialized protocols including:

(@ routing and congestion control procedures for the multihop network.

(b) dynamic reconfiguration tools for the virtual topology (using tunable lasers/receivers).
(c) efficient optical channel/fiber scaling techniques to handle large user populations.

(d) low latency communication over OPTIMIC.

Wormhole Routing

Various research issues arise in the area of routing and congestion control. For example, given the
nature of message routing (wormhole routing) in aMyrinet network, abasic issue isthe following:
Suppose that there is a short path in the network on which a given message can be routed from its
source to the destination. However, when the source node requests a network manager for apath to
send its message to the destination the above mentioned short path has a section of it busy, because
some other message (worm) is partially occupying it. The routing algorithm, after searching for an
alternative path, identifies the shortest free one. Unfortunately, the latter path is much longer than
the very short one which is busy. The network manager has then the following dilemma: should it
let the message go on the very long path or block it until the short one becomesfree again. Thisdeci-
sion making problem can be resolved based on the statistics of the message lengths. Basically, the
routing algorithm, if it anticipates (based on past statistical measurementsof thetraffic) that the short
path will become available soon (depending on how long the longer path is) it will let the message
useit (and bewormholeblocked on it until it clears); otherwise, it will forceit to usethelonger path.
The mathematical analysis of the problem is quite involved, but we have managed to resolve the
issuein an adequately general case.

We have al so been studying other problemsrel ated to congestion control aswell asdynamic reconfi-
guration of the virtual topology of the network using tunable lasers/receivers etc. We plan to build
software tool sincorporating the solutions of theissueswe have been studying in these areas. More-
over, we will do extensive experimentation on the testbed itself.
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Wavelength Channel Reduction

The testbed will allow experimentation with recently proposed WDM/TDM techniques, which
could further reduce the number of required wavelengths. In fact, in a separate, ongoing research
project, the use of WDM in amultiaccess environment has beeninvestigated [LK92b]. Theseago-
rithmswill allow very efficient use of the fiber bandwidth using new access schemes. Also, the per-
formance has been evaluated under various assumptionsregarding the number of fixed and tunable
receiversandtransmitters, and havedonesofor arbitrary traf fic profiles. With the use of astar-struc-
tured glassswitch connection, the OPTIMIC testbed will permit verification of thetheory by demon-
strating these algorithms and access schemes in real operational environments.

Architecture Scaling Properties

Animportant research direction in OPTIMIC isthe scaling to large user populations. It is conceiv-
able that in a metropolitan OPTIMIC configuration, several thousands of users may be connected
to the network. The basic OPTIMIC design must therefore be extended to handle large numbers of
user ports (and correspondingly, large numbers of optical portson the optical backbone). The mgor
limitations to scaling in OPTIMIC are the small number of wavelengths available in afiber (up to
50, say, using direct detection techniques), the slow tuning time of optical transceivers (relative to
packet transmission time) and the optical power lossthrough the various couplers stagesin amulti-
level tree, or through the stages of a modular star coupler. To overcome these scaling problemsin
OPTIMIC, we have developed a three—pronged strategy, exploiting (a) T/WDMA techniques to
make the single hop, C/S access more efficient; (b) channel sharing to reduce the number of wave-
lengths required by the multihop scheme, and (b) multifiber cablesto reduce the number of wave-
lengths required, and to improve power budget. These techniques are briefly described below.

We have developed a T/'WDMA access scheme which allows the efficient sharing of the optical
channels(i.e., wavelengths) by userswith different datarates. With T/'WDMA, usersaretimedivi-
sion multiplexed on each channel. The requirement for afast retunable receiver (i.e., nanosecond
tuning time) is relaxed by the use of a strategy called subframe tuning and pipelining. The details
are reported in the [Kov93].

We have studied the effect of channel sharing in multihop networks. Channel sharing helps reduce
the number of wavelengths required by the multihop virtual topology. This reduction, in turn, per-
mitsan increasein the number of stations connected by the multihop network. Since OPTIMIC uses
amultihop subnet for datagram traffic, it will clearly benefit from channel sharing. The results of
this study are reported in [Ger93].

We have eval uated the use of multifiber passive optical networkswith the purposeof ” trading wave-
lengthsfor fibers.” Namely, we have shown that by using multifiber ribbon cableswe can drastically
reduce the number of wavelength per fiber required to support a give user population. In fact, we
have shown that with afiber cable of 250 fibers, and 3 wavelengths per fiber, we can interconnect
up to 2000 stations without the need for optical amplification or fast receiver tuning [Bann93].

Using acombination of the above scaling techniques, it ispossibleto achieve aggregate throughputs
well in excess of one terabit per second. For example, using afiber plant with 128 fibers per cable
and 20 wavelengths per fiber, we have at our disposal a pool of over 2500 optical channels. With
TDM, we cantransmit up to 3 streams (at 800 M b/s each) on each wavelength. Thus, thetotal aggre-
gate bandwidth is about 6 terabits per second (Th/s).

Low latency is one of the most important requirements in distributed supercomputing. In many ap-
plications, the efficiency depends very critically on the instantaneous transfer of datagrams across
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the network. In contrast to other interconnection schemes (e.g., ATM, HIPPI, etc) which require a
connection setup before delivering the data, SSN allows immediate transfer without prior setup
(datagram mode). The use of cut-through (i.e., wormhole) switching eliminatesthe need of buffer-
ing the datagram at intermediate nodes, thus minimizing the delay impact of multiple hops. Delays,
of course, may build upif either the Myrinet or the OPTIMIC backbone become congested. To over-
come this problem, we are now investigating congestion prevention schemes which combine dy-
namic routing, transit packet priorities, and virtual topology tuning.

5. ENABLED APPLICATIONS

Thelow-latency, dynamic reconfigurability, and scalability of OPTIMIC are expected to enablesev-
eral new types of applicationsin the area of distributed supercomputing and visualization:

Examples

Fine Grain Meta-Supercomputer: The OPTIMIC attributes would accel erate the evol ution of anet-
work-based operating system (OS) with precise synchronization of dispersed processes, finegrain
process management on 100's-1000's of processor elements (PES), distributed checkpointing of
jobs, and dynamic entry of new hosts.

Real Time Distributed Network Operating System: Low and predictable (bounded) latency makes
OPTIMIC ideal for wide area network control and data acquisition applications. Examplesin the
government include Air Force satellite communication (SATCOM) network, Ballistic Missile De-
fense Organization (BMDO) missile tracking and wargaming, remote robot control for NASA ap-
plications, andinthecommercia arena, oil refinery and power plant control, avionicsand spacecraft
control systems, control of electrical power distribution systems, and factory automation.

Distributed Image Data Base Perusal: Scientific image-based data-base archival and perusal sys-
tems are now being developed in several efforts, such as the UC Sequoia effort and the MAGIC
testbed. NASA applications, such as EOS, will require the capability of perusing through terabytes
of datavery quickly and interactively. A low latency high throughput network will be essential for
responding quickly to interactive control from the user (datagram) and sending image bursts back
to the user (streams/circuit switched).

Target Demonstration Application

Thebasic OPTIMIC testbed topology isshown in Fig. 8. APCS switching nodes are placed in three
clusters: agroup of four inthe UCLA Computer Science department building, a group of twointhe
UCLA Electrical Engineering department building, two at JPL/Caltech (between two supercom-
puters), and finally, two at the Aerospace Corporation. OClsinterconnect the clustersaswell as se-
lected ports within the largest cluster at the UCLA Computer Science Department.

Onefiber optic link segment (14km) of the CASA gigabit network between JPL and Caltech in the
Pasadena areais proposed asthe target OPTIMIC testbed demonstration site using scalable 1/O su-
percomputers (see Fig. 9). The proposed OPTIMIC application that combines elements of (1) and
(2) aboveisthe UCLA Global ClimateModel (GCM) being devel oped by R. Mechosofor the CASA
project. Onthepresent CASA network, asinglechannel high performanceparallel interface (HIPPI)
only permits a coarse-grain coupling of the ocean/atmosphere model between the Caltech Intel
DELTA (running the ocean model) and JPL Cray Y MP (running the atmospheric model). In late
FY’ 94, the Caltech Intel DELTA will be upgraded into a Paragon and the JPL Cray YMPtoaT3D,
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Fig. 8 — The SSN testbed consists of four clusters of APCS switches: four at the UCLA computer
science department, two at the electrical engineering department, two in Pasadena (one at JPL
and one at Caltech), and two at Aerospace Corporation.

both with multiple HIPPI ports. Running over the existing dark fiber, OPTIMIC would providefour
times the capacity (3.2 Ghit/s) and lower latency routing between the two supercomputers than the
present single HIPPI channel with Crossbar Interfaces (CBI). Thiswould provide afoundation for
afiner grain decomposition of the GCM application. Simultaneously, high performance worksta-
tionscaninteractively captureimage resultsof therunning GCM model and perusethrough new data
setsthat would be staged for later GCM runs. The OPTIMIC network dynamically allocates/deallo-
catesoptical channel bandwidth asworkstationsor massively parallel processor (M PP) nodes enter/
leavethenetwork. The Myrinet APCSnetwork node al so accommodatesinstantaneous reconfigura-
tion of the MPP 1/O channels from asynchronous 1/0O for separate partitioned jobs (e.g., one per
guadrant of the MPP) to coherently striped I/O for one large single job.

6. CONCLUSION

Asfinegrain, closely coupled real-time distributed system applications begin to mature for cluster
workstation computing and networking of meta-massively parallel processor (MPP) supercom-
puters, low-latency rapidly reconfigurable networkswith high Gb/s per channel capacity will bere-
quired. SSN provides one such network fabric for binding these systemstogether that iseasily scal-
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Fig. 9 — OPTIMIC supports a fine-grain distributed supercomputing and visualization GCM applica-
tion using MOSAIC on one segment of the CASA testbed between JPL and Caltech.

able in both physical size and number of ports per host. It is also adaptable to a variety of optical
transmission techniques, providing multiple growth pathsasWDM and spatial optical multiplexing
optoel ectronics becomes commercially available. Such networks also raise a host of new issuesin
network management, flow and congestion control, and error recovery that will be the subject of
future work.
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